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Abstract— Coronary Heart Disease (CHD) is one of the main causes of death in and around countries. Several studies with different 
technologies have been made in diagnosis and treatment of CHD, which includes association rules, logistic regression, fuzzy modeling, 
and neural network. The existing techniques are confined to small datasets that are specific to one particular disease and this knowledge 
mined is not indispensible for classification of risk factors for the CHD events. The implemented methodology uses C4.5 decision tree 
algorithm for identification of CHD related risk factors for the events that includes Myocardial Infarction, Percutaneous Coronary 
Intervention, and Coronary Artery bypass graft surgery based on five different splitting criteria that includes Information Gain, Gini Index, 
Likelihood Ratio Chi-Squared Statistics, Gain Ratio, and Distance Measure. Using performance measures, correctly classified values have 
been found for each splitting criteria’s and accuracy is calculated. The criterion which has highest accuracy is distance measure and it is 
used for classification of risk factors and CHD diagnosis. The implemented methodology, C4.5 decision tree algorithm gives high 
classification accuracy compared to the aforementioned existing techniques 

Index Terms— Coronary Heart Disease (CHD), C4.5 decision tree algorithm, classified values, high classification accuracy, performance 
measures, risk factors, Splitting criteria 

——————————      —————————— 

1 INTRODUCTION                                                                     

The objective of the implemented system was to devel-
op a data mining system based on decision trees for the 
assessment of CHD related risk factors[8], targeting in the 
reduction of CHD events. Data-mining analysis was car-
ried out using the C4.5 decision tree algorithm with five 
different splitting criteria for extracting rules based on the 
riskfactors (age, sex, FH, SMBEF, SMAFT, TC, TG, HDLM, 
HDLW, GLU, HXHTN, HXDM, SBP, DBP, and LDL). Data 
mining facilitates data exploration using data analysis 
methods with sophisticated algorithms in order to discov-
er unknown patterns. Such algorithms include decision 
trees that have been used extensively in medicine.  

Decision-tree-based algorithms give reliable and effec-
tive results that provide high-classification accuracy with 
a simple representation of gathered knowledge, and are 
especially appropriate to support decision-making pro-
cesses in medicine. The C4.5 algorithm [5], which uses the 
divide-and-conquer approach to decision tree induction, 
was employed. The algorithm uses a selected criterion to 
build the tree. It works top–down, seeking at each stage 
an attribute to split on that which best separates the clas-
ses, and then recursively processing the sub problems that 
result from the split.  
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In the implemented system, the following splitting cri-
teria [8], were used: Information Gain, Gini Index, Likeli-
hood Ratio Chi-Squared Statistics, Gain Ratio, and Dis-
tance Measure. Based on these splitting criteria, five dif-
ferent decision trees are constructed. Using performance 
measures, training and testing datasets are compared and 
accuracy is calculated. The criterion which has highest 
accuracy is used as best splitting criteria for decision tree 
construction such that risk factors are classified for CHD 
diagnosis. 

 

 

 

   

 
  Fig .1. Block Diagram of the Coronary Heart Disease diagnosis 

system 

2   DATA SET PREPROCESSING [4] 

The data preprocessing is the first processing module in 
the project. Analyzing data that has not been carefully 
screened for such problems can produce misleading re-
sults. If there is much irrelevant and redundant infor-
mation present or noisy and unreliable data, then 
knowledge discovery during the training phase is more 
difficult. 
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TABLE I. ORIGINAL DATASET 
  

 

TABLE II. PREPROCESSED DATASET 

 

TABLE III. CODED DATASET 

  

Age Sex FH SMBEF HXHTN HXDM SMAFT SBP DBP TC HDLW HDLM LDL TG GLU CL 

65 2 1 1 2 1 2 80 90 200 50 30 80 67 112 1 

31 1 1 1 2 1 1 100 80 45 60 50 100 56 110 2 

45 1 2 2 2 1 2 149 60 80 70 40 120 100 90 3 

45 1 2 2 2 1 2 149 60 80 70 40 120 100 90 3 

80 2 2 1 1 1 1 150 ? 190 80 60 23 150 150 4 

Age Sex FH SMBEF HXHTN HXDM SMAFT SBP DBP TC HDLW HDLM LDL TG GLU CL 

65 2 1 1 2 1 2 80 90 200 50 30 80 67 112 1 

31 1 1 1 2 1 1 100 80 45 60 50 100 56 110 2 

45 1 2 2 2 1 2 149 60 80 70 40 120 100 90 3 

80 2 2 1 1 1 1 150 70 190 80 60 23 150 150 4 

Age Sex FH SMBEF HXHTN HXDM SMAFT SBP DBP TC HDLW HDLM LDL TG GLU CL 

3 N Y Y N Y N L H H N L N N N 1 

1 Y Y Y N Y Y N N N N N H N H 2 

1 Y N N N Y N H N N H N H N N 3 

4 N N Y Y Y Y H N H H H N H H 4 
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Thus, the representation and quality of data is first and 
foremost before any process. Steps involved in dataset prepro-
cessing are as follows, 

 
• Missing values are filled using K-Nearest 

Neighbor algorithm [9] 
• Duplications were removed 
• Data were coded  

 
The Steps involved in filling up the missing values are: 

1) Determine parameter K = number of nearest neigh-
bors  

2) Calculate the distance between the query-instance 
and all the training samples  

3) Sort the distance and determine nearest neighbors 
based on the K-th minimum distance  

4) Gather the values of ‘y’ of the nearest neighbors 

5) Use average of nearest neighbors as the prediction 
value of the query instance  

If both the row has same value that is, the values du-
plicated, then any one of the row is removed from the dataset. 
None of the row is removed if at least one value differs in any 
column of the tuple. 

3 CLASSIFICATION OF RISK FACTORS [8] 
The C4.5 algorithm, which uses the divide-and-conquer ap-
proach to decision tree induction, was employed. The algo-
rithm uses a selected criterion to build the tree. It works top–
down, seeking at each stage an attribute to split on that which 
best separates the classes, and then recursively processing the 
sub problems that result from the split.  
Input: 
1) Training dataset D, which is a set of training observations 
and their associated class value. 
2) Attribute list A, the set of candidate attributes. 
3) Selected splitting criteria method. 
Output: A decision tree. 

C4.5 decision tree construction module having the fol-
lowing 5 splitting criteria are to be investigated for training the 
dataset. 
1) Information Gain (IG) 

Information gain is based on Claude Shannon’s work 
on information theory. InfoGain of an attribute A is used to 
select the best splitting criterion attribute. The highest In-
foGain is selected to build the decision tree 

                 (1) 
 

 
Where, 

                            (2) 

                             (3) 
2) Gini Index (GI) 

The Gini index is an impurity-based criterion that 
measures the divergence between the probability distributions 
of the target attributes values 

           (4) 
3) Likelihood Ratio Chi-Squared Statistics  

The likelihood ratio chi-squared statistic is useful for 
measuring the statistical significance of the information gain 
criterion 

           (5)  
4) Gain Ratio (GR) 

 Gain ratio biases the decision tree against considering 
attributes with a large number of distinct values. So it solves 
the drawback of information gain 

       (6) 
5) Distance Measure (DM) 

Distance measure, like GR, normalizes the impurity 
criterion (GI). It suggests normalizing it in a different way 

                  (7) 

4 PERFORMANCE EVALUATION 
In order to evaluate the performance of above tech-

niques, the following factors are to be investigated.  
1) Correct classifications (%CC): is the percentage of the cor-
rectly classified records; equals to (TP + TN)/N. 
2) True positive rate (%TP): corresponds to the number of pos-
itive examples correctly predicted by the classification model. 
3) False positive rate (%FP): corresponds to the number of 
negative examples wrongly predicted as positive by the classi-
fication model. 
4) True negative rate (%TN): corresponds to the number of 
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negative examples correctly predicted by the classification 
model. 
5) False negative rate (%FN): corresponds to the number of 
positive examples wrongly predicted as negative by the classi-
fication model. 
6) Sensitivity: is defined as the fraction of positive examples 
predicted correctly by the model, equals to TP/(TP +FN). 
7) Specificity: is defined as the fraction of negative examples 
predicted correctly by the model, equals to TN/(TN+FP). 
8) Support: is the number of cases for which the rule applies 
(or predicts correctly; that is, if we have the rule X → Z, Sup-
port is the probability that a transaction contains {X, Z} [26] 
Support = P (XZ) =no of cases that satisfyX andZ/|D|  
9) Confidence: is the number of cases for which the rule ap-
plies (or predicts correctly), expressed as a percentage of all 
instances to which it applies (that is, if we have the rule 
X → Z, Confidence is the conditional probability that a trans-
action having X also contains Z)  

CONFIDENCE = P (Z|X) = P (XZ)/P (X) 

.5 RESULT ANALYSIS 
C4.5 algorithm used five different splitting criteria for 

constructing five different decision trees. The training and 
testing datasets were compared after decision tree construc-
tion for finding out correctly classified values. 

 Using Performance measures, the dataset’s attribute 
value has been correctly classified and accuracy is calculated. 

The criterion which has obtained highest accuracy is 
Distance measure and it is used for classification of risk factors 
that is, decision tree construction and CHD diagnosis 

6 ADVANTAGE OF IMPLEMENTED SYSTEM 

1) The highest percentages of correct classifications are 
achieved using this method. 

2) The initial no of attribute values are also reduced us-
ing preprocessing technique. 

3) Both discrete and continues values can be evaluated 

7 CONCLUSION 

The implemented methodology uses decision tree for assess-
ment of CHD related risk factors and reduction of CHD events 
that includes Myocardial Infarction, Percutaneous Coronary 
Intervention, and Coronary Artery bypass graft surgery. C4.5 
Decision tree technique identifies most important risk factors 
for the events using five different splitting criteria which pro-

vide high-classification accuracy. Based on different splitting 
criteria, different decision trees are constructed and those 
trained datasets and new testing datasets are compared, which 
gives the dataset values that have been correctly classified and 
accuracy is calculated. The criterion which has highest accura-
cy is used for further classification of risk factors that is deci-
sion tree construction and CHD diagnosis.   

 
8    FUTURE WORK 
Future work involves in decision tree construction for more 
events instead of finding for limited number of events with 
large dataset values. For duplication removal, here only sim-
ple technique of elimination of low values is applied but it can 
be extended to some other techniques or algorithmic ap-
proach.  
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